GRADE guidelines: 9. Rating up the quality of evidence
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Abstract

The most common reason for rating up the quality of evidence is a large effect. GRADE suggests considering rating up quality of evidence one level when methodologically rigorous observational studies show at least a two-fold reduction or increase in risk, and rating up two levels for at least a five-fold reduction or increase in risk. Systematic review authors and guideline developers may also consider rating up quality of evidence when a dose-response gradient is present, and when all plausible confounders or biases would decrease an apparent treatment effect, or would create a spurious effect when results suggest no effect. Other considerations include the rapidity of the response, the underlying trajectory of the condition, and indirect evidence. © 2011 Elsevier Inc. All rights reserved.
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1. Introduction

In prior papers in this series devoted to exploring GRADE’s approach to rating the quality of evidence and grading strength of recommendations, we have dealt with issues of framing the question, introduced GRADE’s conceptual approach to rating the quality of a body of evidence; and presented five reasons for rating down the quality...
Key points

- GRADE includes three criteria for rating up quality of evidence particularly applicable to observational studies.
- Rating up one or even two levels is possible when effects in observational studies are sufficiently large, particularly if they occur over short periods of time.
- A dose–response gradient, or a conclusion that plausible residual confounding would further support inferences regarding treatment effect, may also raise the quality of the evidence.

The three primary reasons for rating up the quality of evidence are (Table 1) as follows:

1. When a large magnitude of effect exists,
2. When there is a dose–response gradient, and
3. When all plausible confounders or other biases increase our confidence in the estimated effect.

We have noted previously that GRADE is relevant to rating evidence regarding the impact of interventions on patient-important outcomes—rather than, for instance, prognostic studies that identify patient characteristics associated with desirable or adverse outcomes. Using the GRADE framework, evidence from observational studies is generally classified as low. Unsystematic clinical observations are usually at a high risk of bias and therefore generally receive a rating of very low quality evidence. There are times, however, when we have high confidence in the estimate of effect from such studies. GRADE has therefore suggested mechanisms for rating up the quality of evidence from observational studies.

The circumstances under which we may wish to rate up the quality of evidence for intervention studies will likely occur infrequently and are primarily relevant to observational studies (including cohort, case–control, before–after, and time series studies) and to nonrandomized experimental or interventional studies (e.g., providing treatment to one of the two matched groups). Indeed, although it is theoretically possible to rate up results from randomized controlled trials (RCTs), we have yet to find a compelling example of such an instance.

2. Large magnitude of effect

For some clinical interventions (e.g., hip replacement to reduce pain and functional limitations in severe osteoarthritis, epinephrine to prevent mortality in anaphylaxis, and insulin to prevent mortality in diabetic ketoacidosis), clinicians are, correctly, extremely confident of their effectiveness. Moreover, in each of these situations we are also extremely confident that the impact of the intervention is substantial. Thus, using GRADE’s definition of quality of evidence, the underlying quality of evidence to support these clinical interventions would be considered high although the evidence comes from observational studies or from unsystematic clinical observations.

Moderate- or high-quality evidence can also come from epidemiological studies of public health interventions. For example, a systematic review of observational studies examining the relationship between infant sleeping position and sudden infant death syndrome (SIDS) found an odds ratio (OR) of 4.1 (95% confidence interval [CI]: 3.1, 5.5) of SIDS occurring with front vs. back sleeping positions [1]. Furthermore, “back to sleep” campaigns that were started in the 1980s to encourage back sleeping position were associated with a relative decline in the incidence of SIDS by 50–70% in numerous countries [1].

The most striking aspect of these examples is the large magnitude of effect. Although the treatment or intervention effect comes from observational studies or time series studies of public health interventions, the large effect and additional population-based epidemiological evidence merit rating up the quality of evidence at least one level.

However, rating up for a large effect raises conceptual challenges. If methodologically rigorous observational studies (those that comprehensively and accurately measure prognostic factors associated with the outcome of interest; minimize loss to follow-up; accurately measure outcome; and conduct an adjusted analysis that accounts for differences in the distribution of prognostic factors between intervention and control groups) show a sufficiently large effect, one can reasonably deduce that effect is real (that is, nonzero, and causally attributable to the intervention). It is considerably more problematic to deduce that the very large estimate of effect is accurate, and not a biased overestimate of effect. Given GRADE’s definition of quality of evidence as confidence in the estimate (magnitude) of effect, this is the inference we are making in the hip replacement, epinephrine, and insulin examples.

Modeling studies addressing the degree of associations between causal factors and confounders, and between
confounders and outcomes, needed to induce different effect sizes of confounding support the decision to rate up for a large magnitude of effect. This modeling suggests that confounding (from nonrandom allocation) alone is unlikely to explain associations with a relative risk (RR) greater than 2 (or less than 0.5), and very unlikely to explain associations with an RR greater than 5 (or less than 0.2) [2].

These conclusions are supported by some empirical work. A Cochrane methods review of 35 comparisons (from 15 studies) of randomized vs. nonrandomized trials of the same intervention found 22 comparisons in which the nonrandomized trials had larger estimates of effect, 8 with similar results, and 4 in which nonrandomized trials found smaller effects [3]. The difference between randomized and nonrandomized trials ranged from a 76% smaller (1/4) to a 400% larger (4/1) effect. Although further research is warranted, both modeling and empirical work suggest the size of bias from confounding is unpredictable in direction but bounded in size. Hence, the GRADE group has previously suggested guidelines for rating quality of evidence up by one category (typically from low to moderate) for associations greater than 2, and up by two categories for associations greater than 5 [4]. Other simulations have suggested that a threshold RR of 10 may be more appropriate for rating up by two levels [5,6].

Note that in both cases these thresholds refer to risk ratios. When baseline risk is low—say, below 20%—odds and risk ratios are very similar and one can comfortably apply the risk ratio criteria. The OR is always farther from 1.0 than the risk ratio, and when baseline risk is high (say, over 40%), and the effect size is substantial in terms of odds, OR can be far larger in magnitude than risk ratios. Under such circumstances, a higher threshold for ORs may be appropriate.

Furthermore, when considering rating up the quality of evidence for magnitude of effect, factors relating to the magnitude include rapidity of treatment response, and the previous underlying trajectory of the condition [6]. For example, we feel confident that hip replacement has a large effect not only because of the size of the treatment response, but because the natural history of hip osteoarthritis is a progressive deterioration that surgery rapidly and uniformly reverses. The rapidity of response compared with the known trajectory of the condition can also be considered (and calculated [6]) as a large effect size.

An additional factor mitigating the problem of rating up the quality because of a large effect is that indirect evidence usually provides further support for large treatment effects. For example, oral anticoagulation in mechanical heart valves has not been compared with placebo in an RCT, but evidence from observational studies suggests a large effect of oral anticoagulation in decreasing thromboembolic events [7,8]. Supplementary indirect evidence from randomized trials that have demonstrated large reductions in the RR of thrombosis with anticoagulation in analogous conditions such as atrial fibrillation further increases our confidence in the beneficial effect of anticoagulation [9].

Similarly, the effectiveness of antibiotic prophylaxis in a variety of other situations supports observational studies that suggest that antibiotic prophylaxis results in an 89% RR reduction in meningococcal disease in contacts of patients who have suffered the illness [10].

Another situation allows an inference of a strong association without a formal comparative study. Consider the question of the impact of routine colonoscopy vs. no screening for colon cancer on the rate of perforation associated with colonoscopy. Here, a large series of representative patients undergoing colonoscopy will provide high-quality evidence on the risk of perforation associated with colonoscopy. When control rates are near 0 (i.e., we are certain that the incidence of spontaneous colon perforation in patients not undergoing colonoscopy is very low), case series of representative patients (one might call these cohort studies of affected patients if they include large numbers of patients) can provide high-quality evidence of adverse effects associated with an intervention, thereby allowing us to infer a strong association from even a limited number of events. One should not confuse the situation highlighted in the previous example with isolated case reports of associations between exposures and rare adverse outcomes (as have, for instance, been reported with vaccine exposure).

We complete our discussion of rating up with a note of caution. Systematic review and guideline authors may hesitate to attribute causation to even large effects when outcomes are subjective. For example, three small unblinded trials of pacemaker insertion showed significant reductions in the RR of recurrent syncope of over 80%, with corresponding absolute reductions of over 20% [11–13]. The quality of evidence might be considered moderate, or even low as a result of risk of bias and imprecision; the large effect provides a rationale for rating up, potentially to high quality. Despite this impressive result, however, a subsequent blinded trial failed to establish a reduction in syncope and suggested that the effect, if present at all, is more modest (RR of syncope 0.68, 95% CI: 0.44, 1.02) [14].

Furthermore, residual confounding may be substantial even when good prognostic data are available, and adjusting for case mix is not always successful [15]. Thus, a conservative approach to rating up for a large effect unlikely to be explained by confounding is likely wise. In general, we should not rate up for a large effect size if we have major concerns about other issues, including risk of bias, precision, and publication bias.

3. Dose—response gradient

The presence of a dose—response gradient has long been recognized as an important criterion for believing a putative cause—effect relationship [16]. Such a gradient may
increase our confidence in the findings of observational studies and thus enhance the assigned quality of evidence (Table 1).

For example, our confidence in the results of observational studies that show an increased risk of bleeding in patients who have supra-therapeutic anticoagulation levels is increased by the finding that there is a dose–response gradient between higher levels of the international normalized ratio and the increased risk of bleeding [17]. Similarly, infant growth is slowest in infants fed exclusively with breast milk, accelerated to some extent in infants fed in part with breast milk and part formula, and further accelerated in infants fed exclusively with formula [18]. A systematic review of observational studies investigating the effect of cyclooxygenase-2 inhibitors on cardiovascular events found an RR with rofecoxib of 1.33 (95% CI: 1.00, 1.79) with doses less than 25 mg/d and an RR of 2.19 (95% CI: 1.64, 2.91) with doses more than 25 mg/d [19].

A final example is the striking dose–response gradient associated with the rapidity of antibiotic administration in patients presenting with sepsis and hypotension (Fig. 1) [20]. This dose–response relationship increases our confidence that the effect on mortality (large absolute increases in mortality with each hour’s delay) is real and substantial.

4. Plausible confounding can increase confidence in estimated effects

Rigorous observational studies will accurately measure prognostic factors associated with the outcome of interest and will conduct an adjusted analysis that accounts for differences in the distribution of these factors between intervention and control groups. The reason that in most instances we consider observational studies as providing only low-quality evidence is that unmeasured or unknown determinants of outcome unaccounted for in the adjusted analysis are likely to be distributed unequally between intervention and control groups. The technical language of observational epidemiology characterizes this phenomenon as “residual confounding” or “residual biases.”

On occasion, all plausible confounders and biases from observational studies unaccounted for in the adjusted analysis (i.e., all residual confounders) of a rigorous observational study would result in an underestimate of an apparent treatment effect. If, for instance, only sicker patients receive an experimental intervention or exposure, yet they still fare better, it is likely that the actual intervention or exposure effect is even larger than the data suggest.

For example, a rigorous systematic review of observational studies including a total of 38 million patients demonstrated higher death rates in private for-profit vs. private not-for-profit hospitals [21]. One possible source of bias relates to different disease severity between patients in the two hospital types. It is likely, however, that patients in the not-for-profit hospitals were sicker than those in the for-profit hospitals. Thus, to the extent that residual confounding existed, it would bias results against the not-for-profit hospitals.

A second possible bias was that higher numbers of patients with excellent private insurance coverage could lead to a hospital having more resources and a spillover effect that would benefit those without such coverage. Because for-profit hospitals are likely to admit a larger proportion of such well-insured patients than not-for-profit hospitals, the bias is once again against the not-for-profit hospitals. Because all the plausible biases would diminish the observed effect, one might consider the evidence from these observational studies as moderate rather than low quality.

In another example of this phenomenon, an unpublished systematic review addressed the effect of condom use on HIV infection among men who have sex with men. The pooled effect estimate of RR from the five eligible observational studies was 0.34 [0.21, 0.54] in favor of condom use compared with no condom use. Two of these studies [22,23] that examined the number of partners in those using condoms and not using condoms found that condom users were more likely to have more partners (but did not adjust for this confounding factor in their analyses). Considering the number of partners would, if anything, strengthen the effect estimate in favor of condom use.

A parallel situation exists when observational studies have failed to demonstrate an association. An example comes from the now discredited putative association between vaccination and autism [24]. Subsequent observational studies failed to confirm the association [25,26]. This lack of association occurred despite the empirically confirmed bias that parents of autistic children diagnosed after the publicity associated with the original article would be more likely to remember their vaccine experience than
parents of children diagnosed before the publicity [27]—and presumably, than parents of nonautistic children. The negative findings despite this form of recall bias suggest rating up the quality of evidence.

This situation also arises in the exploration of other apparent harmful effects. For example, because the hypoglycaemic drug phenformin causes lactic acidosis, the related agent metformin is under suspicion for the same toxicity. Nevertheless, large observational studies have failed to demonstrate an association. Given the likelihood that clinicians would be more alert to lactic acidosis in the presence of the agent, one might consider this moderate- or even high-quality evidence refuting a causal relationship between typical therapeutic doses of metformin and lactic acidosis.

5. Other considerations

Particular design features of extremely rigorous well-conducted observational studies may warrant consideration for rating up quality of evidence. For instance, a case-control study found that sigmoidoscopy was associated with a reduction in colon cancer mortality for lesions in range of the sigmoidoscope (OR 0.30, 95% CI: 0.19, 0.48), but not beyond the range of the sigmoidoscope (OR 0.96, 95% CI: 0.61, 1.50) [28]. Possible bias because of unmeasured confounders should have been very similar if not identical in the two situations, considerably raising confidence in the causal effect of the sigmoidoscopy.

6. A final note of caution

Consideration of all our previously presented criteria for rating down quality of evidence (risk of bias, imprecision, inconsistency, indirectness, and publication bias) must precede consideration of reasons for rating up quality. The decision to rate up should only rarely be made if serious limitations are present in any of these areas. In particular, decisions to rate up because of large or very large effects should consider not only the point estimate but also the width of the CI around that effect: one should rarely rate up for large effects if the CI overlaps substantially with effects smaller than the chosen threshold.

7. Conclusions

In summary, there are three factors that might increase the quality of evidence. In general, these three factors, mostly applicable to observational studies, are encountered infrequently. Although most observational studies, even if well done, yield low-quality evidence, one can consider rating up the quality of evidence when there is a large or a very large magnitude of effect, when consideration of all plausible residual confounders and biases would reduce a demonstrated effect, or suggest a spurious effect when results show no effect, or when there is an evidence of a dose–response gradient. Rarely, other considerations that do not easily fit into the above categories may constitute reasons for rating up quality of evidence.
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